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In the process of development of information technologies and increase of the knowledge
flow, there is a gradual transition to the introduction of new technologies using artificial
intelligence systems into various spheres of human activity. It has become possible due to the
development of more efficient algorithms for data processing and analysis, and the organization
of the process of communication between users and computers. Artificial intelligence (Al) is an
artificial system that imitates human decision-making in the course of human activity. Although
Al is considered to be a field of computer science, it attracts the attention of many scholars from
other fields of knowledge, including linguists.

Due to the complex and multi-level nature of the formation of terms and their synonymy,
difficulties arise in the process of their translation. Since the task of translation is to ensure
equivalence between the source and target texts, special attention should be paid to terms: they
determine the information content of a specialized text, being a kind of key organizing,
structuring and encoding specialized information.

The range of translation techniques applied to different categories of the Al terms seems to
depend on their structure. We suggest viewing a translation technique as «any operation
concerning the source text with the purpose of producing the target text» [3, p. 6]. For the
purposes of our research, it seems reasonable to differentiate translation techniques according to
the rank they are used at — the word level or the level of collocations.

The material under study made it possible to classify all the researched terms into single-
word terms and terminological collocations.

Single-word terms are mostly transcoded (90%), while 10% of terms are calqued.
According to V. Karaban, transcoding comprises 1) transliteration, 2) transcribing, 3) mixed
transcoding, and 4) adaptive transcoding [2, p.282]. The frequency of the transcoded terms usage
decreases with the increase of a structural complexity of terms. Transliteration, or «a formal
reproduction of the source language lexical unit using the alphabet of the target language»
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[2, p. 282] is applied in rendering single-word Al terms (10%) that acquired the status of
internationalisms: robot — po6ot; model — monens.

Most of the transcoded terms (90%) are translated by means of adaptive transcoding.
Adaptive transcoding is partial adaptation of the form of the source language word to phonetic or
grammatical structure of the target language [2, p.282]. Adaptive transcoding is used to convey
the terms of Greek and Latin origin whose form needs to be adapted to the norms of the target
language (TL): algorithms — agropurmu; emergent — emepmxentauii. The form of the source
language (SL) term algorithms was adapted to the phonological and morphological structure of
the TL term areopummu. SL diagraph th is conveyed by the TL consonant m. Plural ending -s of
the English term algorithms is replaced by the flexion -u of the Ukrainian plural noun
areopummu. The form of the SL term emergent was adapted to the phonological and
morphological structure of the TL term emepooscenmnuu by adding the suffix -» and masculine
ending -uui.

Prefixal Al terms (10 %) are translated by means of calquing, i.e. «the replication of the
structure of the SL terminological compound» [4, p. 72]: ultra-powerful — naamory>xHuuit; non-
computable — HeoGuMCTIOBATIBHHIA.

Since the aim of the research is to check the hypothetical dependence of the translation
techniques choice on the SL term structure, we subdivided all terminological collocations into
structural groups according to the part of speech of its first components: adjectival collocations
and nominal collocations.

If the number of elements in the TL collocation is identical to the SL collocation and they
go in the same sequence, the technique was labelled as calquing [3, p. 9]. Provided the number
of the elements in the TL collocation was the same as in the SL, but their sequence was different,
it was classified as permutation [3, p. 9]. If the number of words in the TL collocation was larger
as compared to the SL one, then this technique was regarded as amplification [5, p. 510].

The prevailing majority of 2- and 3-component adjectival and nominal terminological
collocations are translated by means of calquing (70%). Calquing was mostly applied in rendering
the adjectival collocations formed by the model Adj+N: neural networks — ueiiponni Mepexi;
artificial intelligence — mryuynnii iHTenext; non-algorithmic creativity — HeanropuTmiuHa
tBOpuicTh. The terminological collocations formed by Adj+N+N are translated by means of
transposition of parts of speech: human-like imitation mind - mromuHOMOAIOHME IMITAIIHHII
po3ym (the SL noun imitation is replaced by the TL adjective inimayitirnu).

The most common technique in translating nominal collocations formed by the model
N + N is also calquing: expert systems — ekcriepTHi cucTeMu; COMpUter programs — KoMIT FoTepHi
nporpamu. Translation is performed beginning with the adjunct (functioning as an adjective) of
the SL asyndetic noun cluster. The combined use of permutation and addition accounts for 15%
(programming overseer — crioctepirad 3a BMKOHaHHSM rporpamu), while the share of simple
permutation is 10% (medical records system — cucrema MEIHUYHHX 3aITUCIB).

The nominal collocations of the model N+N+N (5%) were translated by means of
permutation coupled by the transposition of parts of speech: optimization search algorithm —
aNIrOpUTM onTuMisariiiHoro nomyky (SL noun optimization is replaced by the TL adjective
ONMUMI3AYItIHO20).

The names of software and programming languages were not translated but rendered
through transplantation which means «transferring of the foreign element without any changes»
[1, p. 18], i.e. they were transferred into the target text in the original spelling: WATSON,
PYTHON, ALPHAGO, C++, POWER POINT.
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The subject knowledge required for the professional translation in the area of artificial
intelligence primarily includes the meanings of the terms, as well as the understanding of their
notional structure. The techniques of translation of the single-word terms include transcoding
(transliteration and adaptive transcoding) and calquing. The choice of translation techniques in
respect to the terminological collocations depends on their structure, as well as structural models.
Calquing dominates within the category of the English-language adjectival collocations, but its
share substantially falls if the nominative components prevail.
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[Tix yac ycHoOro nepeksaty CrieriaiicT nepexiaaae iHhopmailito 3 MOBH, SIKy BiH CipHiiMae
Ha ciyX. JlociiqHUKK BHIUISIOTH BA OCHOBHUX METOIM YCHOTO TEepeKIany — CHHXPOHHUH Ta
nocinoBHuA. CHHXPOHHHUI TIepekyia/l BiI0yBa€eThCS B peaIbHOMY 4aci, IepeKiaaad BiITBOPIOE
BHUCJIOBJTIOBAaHHS I[JTLOBOI0 MOBOIO OJHOYACHO 3 0OCO0O0I0, sika HOro roBoputh. s 1p0ro
nepekiagy HeoOXiHE CreliajibHe TeXHIYHEe OOJIaJHAHHS: 3BYKOI30JIALINHE NPUMIIIECHHS,
rapHitypa ta Mikpogonu [7]. IlocniioBHuii nepexiaj NOAUIETbCS HA CErMEHTH, MepeKiagad
OYIKY€, IOKH JOMOBIIa4 3aKIHYUTH TOBOPUTH 1 JIMIIIE TICIIS I[HOTO NIEPEKIIIae CKazaHe IiIbOBOIO
MOBOIO [7]. Y mocioBHOMY mepekia/ii CIeIialicT Mae OuUIbIIe Jacy Juist 00poOKH Ta mepeaadi
iHpopmanii. Bubip merony mepekiany 3ajieXUTh Bl TUITYy MOJli, KUTBKOCTI LITbOBUX MOB,
TPUBAJIOCTI 3ax01y Ta iHmMX (aktopis [7]. B mocmigoBHOMY nepexaai BUAUIAIOTH JIEKUTbKa
BUiB. 3a (opmoro e Mmoxke Oyt ab3arHO-(Ppa3oBUil MepeKnai, Mepeka i3 3amucoMm ado
nepeknaz 6e3 3amucy [3]. Takok iCHye MOBHUM Ta CKOPOUEHHUH TMEpeKsiaj B 3aJeKHOCTI BiJl
o0csry iHbopMmallii, ska nepekinagaerses. Kpim toro, nepekia Moxke OyTH OTHOCTOPOHHIM 200
JIBOCTOPOHHIM, 3aJISKHO B/l HAMPSAMKY nepexnany [3].

VYeHmii TOCHITOBHUM JIBOCTOPOHHIM TMepeKknan — e BHI TMepeKiany, SKHA YacTo
BUKOPHCTOBY€EThCSI MiJ] Yac MEepEeroBopiB, 1HTEPB’10, KoH(pepeHwiil Ta BuctymiB. [lepexnagau
BUCTYIIA€ TOCEPEIHUKOM MIX PO3MOBHHKAMH, SIKI MOTPeOyIOTh B3a€MOPO3YMIHHS, ane He
3HAIOTh MOBU OfH omHOro [2, ¢. 133; 3]. Ilpomec ycHOro mociiJIOBHOTO JBOCTOPOHHBOTO
nepekiany 6a3yeTbcs Ha aKTUBHOMY CITyXaHHI, aHasi31 1HpopMallii Ta BIATBOPEHHI ii HIIbOBOIO
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